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What Do Multilingual Models Learn and When?        Key Findings 

➔ XLM-R learns monolingual 
information first

➔ Cross-lingual knowledge is 
learned throughout pretraining

➔ Information moves to lower 
layers in the network

We replicate XLM-R and save intermediate checkpoints during  
pretraining to uncover when multilingual knowledge is learned.
Test XLM-Rreplica checkpoints on a range of linguistic tasks covering: 

XLM-R Learns Monolingual 
Information Early on

Cross-lingual Transfer Is Learned During the Entire Pretraining Process

Information moves from higher to lower 
layers during pretraining

Monolingual and Cross-lingual

0                                            Steps                                      1.5M  

(A) (B) (C)
(A) Step in pretraining where XLM-R 
learns 98% of best cross-lingual score

(B) XLM-R forgets cross-lingual 
information between the best and final 
checkpoints

(C) Cross-lingual transfer (and when 
languages transfer) is asymmetric
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XLM-R learns 98% of POS knowledge 
for most languages by step 50k 
(3.3% of pretraining)
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Learning and forgetting during 
pretraining for monolingual 
dependency arc classification


