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Morphologically-Rich Languages Are Hard to Model

A word-level LM uses 5 seperate 
elements of the vocabulary for “neue”

In Finnish, nouns have up to 26 
different forms

Character-level LMs allow information 
sharing between similar words
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Corpora Have Sparse Coverage of Inflected Forms

Prior work shows that highly inflected languages are more difficult to model 
with a character LM (Cotterell et al., 2018)

% of Forms not covered by Train Set

EN: 27% of dev set

RU: 30% of dev set

FI: 46% of dev set

Ryan Cotterell et al. Are all languages equally hard to language-model? In NAACL, 2018.
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Multitask Learning (MTL) 
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Language Modeling: Fully 
Supervised Setting

CLMs trained with Universal Dependencies for 
both LM, morphology supervision

MTL improves over LM baseline on all 24 
languages

See biggest gains in BPC on RU and CS



Typology 101

Fusional: one form of a 

morpheme can simultaneously 
encode several meanings (e.g., 
English, Russian, Spanish)



Agglutinative: words are made 

up of a linear sequence of distinct 
morphemes and each component 
of meaning is represented by its 
own morpheme.

Typology 101



Introflexive:  words are 

inflected into different forms 
through the insertion of a pattern 
of vowels into a consonantal root.

Typology 101
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r = 0.152 r = 0.931
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BPC Improvement on Inflected vs. Uninflected Forms

Better BPC gains on inflected 
forms for 16 out of 24 languages

Across languages, BPC on 
inflected forms is 31% better 
than on uninflected forms
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Models trained with Multilingual Wikipedia Corpus (MWC) for LM supervision, UD 
annotations for morphology supervision

MTL improves over LM baseline and a more complex architecture from Kawakami et al. 
(2017), HCLMcache

Kazuya Kawakami et al.. Learning to create and reuse words in open-vocabulary 
neural language modeling. In ACL, 2017.



Language Modeling: Distantly Supervised Setting

Models trained with Multilingual Wikipedia Corpus (MWC) for LM supervision, UD 
annotations for morphology supervision

MTL improves over LM baseline more complex architecture from Kawakami et al. (2017), 
HCLMcache

Better BPC gains on languages with more LM data (DE, EN, ES)
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How does the amount of labeled morphology data 
affect BPC?
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Cross-Lingual Transfer

Czech (CS) -> Slovak (SK)
6.9M chars 0.4M chars

Russian (RU) -> Ukrainian (UK)
5.3M chars       0.5M chars

Best BPC on low-resource language from sharing 
LM and morph data

CS+SK MTL improves by 0.333 BPC over SK MTL

RU+UK MTL improves by 0.032 BPC over UK MTL
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Modifying architecture for morphologically-rich languages

Kazuya Kawakami et al.. Learning to create and reuse words in open-vocabulary neural language 
modeling. In ACL, 2017.

Daniela Gerz et al. Language modeling for morphologically rich languages: Character-aware 
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language model. In AAAI, 2019



Related Work 

Adding morphology as input to the model

Clara Vania and Adam Lopez. From characters to words to in between: Do we capture morphology? In 
ACL, 2017.

Jan Botha and Phil Blunsom. Compositional morphology for word representations and language 
modeling. In ICML,  2014

Austin Matthews et al.,  Using morphological knowledge in open-vocabulary language models. In 
NAACL, 2018.



Related Work 

Multitasking morphology into decoder of NMT system: 

Fahim Dalvi et al., Understanding and Improving morphological learning in the neural machine 
translation decoder. In IJCNLP, 2017. 
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In Conclusion...

(1) Multitasking morphology with character LMs improves performance 
across 20+ languages

(2) BPC improves when morphology and LM datasets are disjoint -> cheap way 
to improve models on existing datasets

(3) BPC improves more on inflected forms than uninflected forms

(4) Increasing the amount of raw text available to the model does not reduce 
gains in BPC  -- in fact, it improves it!

(5) Morphology annotations can be shared across related languages to 
improve LM in a low-resource setting



Thank you!


